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VLANy
Overview

A virtual LAN (VLAN) is a group of PCs, servers, and other network resources that behave as if they were connected to a single network segment—even though they may not be. Personnel who are physically separated from each other are virtually connected on a VLAN. A VLAN is often easier to design, administer, and manage than a physical LAN. Furthermore, a VLAN provides better quality control and security because the network can be segmented more effectively.

Virtual LANs have been made possible as the switching infrastructure has replaced the traditional shared media LANs. An individual switch port can be assigned to a logical LAN, the next switch port can be easily assigned to a completely different logical LAN. This is made possible by 'tagging' the frames entering the port so that these frames are identified as belonging to a particular logical LAN whilst they travel along the switch fabric of the box. Once these frames are sent out of their logical LAN ports, the tag is removed from the frame. In the past, proprietary frame tagging has been implemented by Cisco (Inter Switch Link or ISL) and Bay Networks (Lattis Span), but the standard is now defined by 802.1q and may be the one that you go for in order to allow interoperability between different manufacturers boxes. 

More recently frame tagging has been applied to trunk ports as links to other switches and routers within the wider network, carry multiple VLANs. This 'tagging' is very important since it enables the VLANs to spread 'Enterprise-wide' as the backbones take the bulk of network traffic and VLAN information. This is why VLANs need to operate across high-bandwidth trunked FDDI (802.10), Fast Ethernet (ISL and 802.1q) and ATM links (ATM LANE). 

One key difference between ISL and 802.1q is that ISL allows multiple instances of Spanning Tree (i.e. one per VLAN) to exist on a trunk link whereas 802.1q only allows one instance of Spanning Tree on a trunked link. Which trunking method you use influences the network design somewhat particularly if you are wishing to make the most of the network connections and not have part of the network not being used because Spanning Tree has blocked some ports. ISL allows you to loadshare VLANs across parallel links so you don't have to have network ports not being used. This does not mean that you are completely tied in to using Cisco equipment only since you can 'map' ISL VLANs to 802.1q VLANs before entering a load-sharing section of the network and also other manufacturers such as Lucent support ISL anyway. 

The use of switches has meant that microsegmentation has increased the number of Collision Domains thereby minimising the number of collisions that occur across this 'flat' network. This in turn frees up more bandwidth for data but at the cost of increasing the amount of broadcast traffic. VLANs are the next step where multicast and broadcast traffic is restricted to each of the VLANs and reduces the possibility of broadcast storms. 

On a large network one Spanning Tree would take a very long time to converge. At the best of times even a RIPv1 network converges more quickly than a Spanning Tree network. For this reason, due to the greater likelihood of changes occurring the bigger the network is, it is a good thing to have one instance of Spanning Tree for each VLAN which decreases the calculation time, improves scalability and accommodates changes more efficiently. 

VLANs allow you to connect any user to any logical LAN. The benefit here is that the user could be anywhere in the building or even another building. A particular department does not have to have all its employees physically situated in the same place. In addition, security is easily maintained since the only way to communicate between the virtual LANs is by routing between them, either by way of a router (slow) or via a layer 3 switch. VLANs also simplify moves, adds and changes plus give opportunities to load share traffic. Ideally, you should look to design your logical networks such that at least 80% of LAN traffic is maintained with the LAN, and a maximum of 20% of traffic routed between LANs. Note here that Layer 3 switching makes this less of an imperative. Ultimately, layer 3 switches will completely replace routers as far as intraLAN routing is concerned, the routers will remain as edge devices, doing the job that they are best at. 

In addition, multiple logical networks can be multiplexed through one physical connection, provided that the connection is between two boxes that use the same Multi-Link Trunking (MLT) standard. 

Originally, VLANs were simply based on port ID i.e. different ports being assigned to different VLANs. This is fine if the different groups are local, but not flexible enough to accommodate campus-wide VLANs. 'Port-centric' VLANs require no lookup table and are easy on the processor especially if an ASIC is taking care of the switching, plus there is a high level of security as packets are very unlikely to 'leak' into other VLANs. These type of VLANs are often referred to as Static VLANs as they are manually configured. 

Membership of a VLAN can be determined by the MAC address. The user can move departments and the MAC address is remembered by the switch and the user remains part of the same logical LAN. VLANs can also be based on protocol or even application. These methods enable Moves and Changes to be implemented with little effort. These types of VLANs are called Dynamic VLANs since the ports can automatically determine their VLAN assignments on a per packet basis. The problem with Dynamic VLANs is that a lookup table has to be produced with all the known MAC addresses mapped to the relevant VLANs. Not only is this table likely to be very large, but it is also going to change frequently as new devices are added to the network and old ones are removed. If an organisation has a lot of movement within the building environment, then the Dynamic VLAN may be the best design. 

Frame filtering is often used by switches to aid in minimising LAN traffic. Tables are kept and frames are compared to the table entries to varying levels of frame depth. The deeper into the frame the switch has to go, the greater the switch latency. Also, the larger the table; the more the latency and these tables need to be synchronised with other switches. 

Trunking Overview

The trunking protocol used can be important in deciding the structure of the network. Although 802.1q is the industry standard it has a limitation in that it only allows one instance of Spanning Tree in a trunk link even if there are a number of VLANs in the trunk. Cisco's ISL, however, allows an instance of Spanning Tree per VLAN and the advantage of this is that trunk ports can remain available for some VLANs if blocked for other VLANs and hardware need not remain dormant as it would if 802.1q was implemented. 

Trunking protocols such as Cisco's ISL could be used in the link to the servers. The advantage of this is that Intel manufacture ISL capable NICs and these NICs allow the server to have a number of different VLANs, and therefore completely different networks, to be served by the server as if the server was made up of completely different devices. The NIC cards themselves take care of the processing of frames so the CPU of the server does not have to take the load! Another advantage of using ISL-aware NICs is that the traffic does not have to be dealt with by a router and this therefore aids to keeping the network fast. 

Class of Service and VLANs (802.1p & 802.1q)

Quality of Service (QoS) is becoming more important as data networks begin to carry more time sensitive traffic such as real time voice and video. At layer 2 this is referred to as Class of Service (CoS). 

The 802.1 group have been working on an extension to the MAC layer that takes into account CoS. 802.1p is a standard for traffic prioritisation where network frames are tagged with one of eight priority levels, where 7 is high and 0 is low. Switches and routers that are 802.1p compliant can give traffic that is time-sensitive such as voice traffic, preferential treatment if the priority tag has been set to a higher value than other traffic. 

In order to accommodate tagging an Ethernet frame a new field has been introduced called the Tag Control Info (TCI) field between the Source MAC address and the Length field of the Ethernet frame. This is illustrated below: 


· Tagged Frame Type - this indicates the type of tag, for Ethernet frames this is currently always 0x8100. 

· 802.1p Priority - this ranges from binary 000 (0) for low priority to binary 111 (7) for high priority. This maps to the Quality of Service (QoS) values used in the TOS field IP precedence values. 

· 000 (0) - Routine 

· 001 (1) - Priority 

· 010 (2) - Immediate 

· 011 (3) - Flash 

· 100 (4) - Flash Override 

· 101 (5) - Critical 

· 110 (6) - Internetwork Control 

· 111 (7) - Network Control 

· Canonical - this is always 0. 
This bit in the VLAN tag is the canonical format indicator (CFI). The CFI, if set to 1, indicates the presence of a Routing Information Field (RIF). The RIF indicates the route the frame will take through the network and consists of the following:

• Routing control field

• Route descriptor field

The routing control field contains broadcast indicators that lay out one of the following paths the frame will take:

• Along a specified path (nonbroadcast)

• Through all bridges (all route broadcast)

• Through designated bridges for single appearance per network (single-route broadcast)

The routing control field also has a direction bit. This bit tells the bridge how to read the route descriptor (first to last or last to first). The route descriptor shows the path the frame will travel by calling out the next bridge number.

· 802.1q VLAN ID - this identifies the VLAN number when trunking VLANs. 

Although the frame illustrated is an 802.3 frame, 802.1p/802.1q can also be applied to the Ethernet frame where the TCI is inserted just before the Type field and just after the Source MAC Address. 

You will note the similarity between the 802.1p priority field and the Precedence field in the Diff Serv Code Point of the IP datagram. This makes mapping between IP layer 3 and MAC layer priorities much easier. 

You will note that the Ethernet frame becomes 'oversized' i.e. grows from the standard maximum size of 1518 bytes to 1522 bytes. This sometimes called a Baby Giant. Consequently these frames may be dropped by some network equipment, although most vendors now support 802.1p and 802.1q. 

When applying Layer 2 Priority Queueing within a trunk, commonly two priority levels (low and high) are implemented, although as we have seen there is scope though to increase to eight. This is because each priority has to have its own queue. This is implemented in hardware and is therefore expensive so most manufacturers currently build in two queues per port, a low priority queue for priority levels 0 to 3 and a high priority queue for priority levels 4 to 7. Prioritisation is determined on the outbound packets from a switch, therefore they are already ordered on the inbound ports of the next switch so that prioritisation need not be implemented on the inbound ports, unless the ports are using buffering. Low priority frames or frames without an 802.1p tag are treated with 'best effort' delivery. As time goes on more manufacturers will include separate queues for each priority level to give more granularity and as the applications begin to demand it. 

On a 802.1q trunk, one VLAN is NOT tagged. This VLAN is called the Native VLAN, and must be configured the same on each side of the trunk. This way, we can deduce to which VLAN a frame belongs when we receive a frame with no Tag, otherwise the frame will remain in whatever tagged VLAN it arrived on even if it is the wrong one. When a switch trunks a frame, it inserts the Tag and then recomputes the FCS. 

The 802.1q standard implements Spanning Tree on the Native VLAN, and this applies to all the trunked VLANs, this is called Mono Spanning Tree (MST). Cisco have adapted 802.1q and use a tunnelling mechanism to provide what is called Per VLAN Spanning Tree Plus (PVST+) with VLAN numbers up to 1005. This gives the same benefits that ISL gives. 

The native VLAN configured on each end of a 802.1q trunk must be the same. A switch receiving a non-tagged frame will assign it to the native VLAN of the trunk. If one end is configured for Native VLAN 1 and the other to Native VLAN 2, a frame sent in VLAN 1 on one side will be received on VLAN 2 on the other. You are then merging VLAN 1 and 2. 

Poznámky:
802.1p priority queuing was recently absorbed into the IEEE 802.1D Spanning Tree Protocol standard.

Používateľom priradenú prioritu definuje štandard 802.1p, ktorý bol zavedený súčasne s 802.1q. Obidva využívajú niekoľko bitov hlavičke Ethernetového rámca. Preto musel byť zadefinovaný nový formát Ethernetového rámca a to štandardom 802.3ac.

Relationship between IEEE Std 802.1D and IEEE Std 802.1Q

(toto je citované zo štandardu 802.1D)

Another IEEE standard, IEEE Std 802.1Q™-2003, extends the concepts of MAC Bridging and filtering services to support the definition and management of Virtual LANs (VLANs).

The capabilities defined in IEEE Std 802.1Q-2003 include the definition of a VLAN frame format that is able to carry VLAN identification and user priority information over LAN technologies, such as CSMA/CD, that have no inherent capability to signal priority information. This information is carried in an additional header field, known as the Tag Header, which is inserted immediately following the Destination MAC Address, and Source MAC Address (and Routing Information field, if present) of the original frame. IEEE Std 802.1Q-2003 extends the priority handling aspects of this standard to make use of the ability of the VLAN frame format to carry user priority information end to end across any set of concatenated underlying MACs.

The VLAN Bridging specification contained in IEEE Std 802.1Q-2003 is independent of this standard, in the sense that IEEE Std 802.1Q-2003 contains its own statement of the conformance requirements for VLAN Bridges. However, IEEE Std 802.1Q-2003 makes use of many of the elements of the specification contained in this standard, in particular

a) The Bridge architecture

b) The Internal Sublayer Service, and the specification of its provision by IEEE 802 LAN MACs

c) The major features of the operation of the forwarding process

d) The Rapid Spanning Tree Protocol

e) The Generic Attribute Registration Protocol (GARP)

f) The GARP Multicast Registration Protocol (GMRP)

Since the original Spanning Tree Protocol (STP) has been removed from the 2004 revision of IEEE Std 802.1D, an implementation of RSTP is required for any claim of conformance for an implementation of IEEE Std 802.1Q-2003 that refers to the current revision of IEEE Std 802.1D unless that implementation includes the Multiple Spanning Tree Protocol (MSTP) specified in IEEE Std 802.1Q-2003. MSTP is based on RSTP, extended to provide support for multiple spanning trees.
Vlan-y

·  virtuálne LANy

·  namiesto viacerých samostatných, fyzicky oddelených sietí

·  oddelenie broadcastových domén

·  šetrenie počtu prepojovacích káblov

·  trunky (tagovanie)

bez VLAN-ov
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VLANy bez trunkov
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VLANy a trunky
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